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Detining
Probability




Key definitions

An experiment in probability:

S

Sample Space, S: The set of all possible outcomes of an experiment
Event, E: Some subset of S (E € S).
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Key definitions

Sample Space, S Event, E
Coin flip Flip [ands heads
S = {Heads, Tails} E = {Heads}
Flipping two coins > 1 head in two coin flips
S = {(H,H), (H,T), (TH), (T,T)} E = {(HH), (H,T), (TH)}
Roll of 6-sided die Roll is 3 or less:
§5={1,2,3,45,6} E =1{1,2, 3}
# emails in a day Low email day (< 100 emails)
S={x|x€ Z x =0} E={x|x€Z 0<x<100}
TikTok hours in a day Lost day (= 5 TikTok hours):

S={x|x€e R0<x < 24} E={x|xe R5<x < 24}

Lisa Yan, Chris Piech, Mehran Sahami, and Jerry Cain, CS109, Spring 2024 Stanford University 4



What is a probability?

A number between O and 1
to which we ascribe meaning.*

*our belief that an event E occurs.
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What is a probability?

g 16 I weloned 47 ag Let E = the set of outcomes
J/ fao @wgg\wh“c#’g dafen 14tan where you hit the target.
n(kE . Hit: 0
P(E) — lim' Q ;(1%%&1“67 Thrown: 0

n—-oo n

n = # of total trials
n(E) = # trials where E occurs

P(E) =
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What is a probability?

Let E = the set of outcomes
where you hit the target.

n(E) Hit: O

P(E) = ]lim —— Thrown: 1
n-oco N °

n = # of total trials

n(E) = # trials where E occurs
Shawwen < 14 Haig e o tﬂ\\ﬁ e iy ce
@,ﬂ,\ TN w ! dad %/Vh Hamk '\a'l Lrog+

Py Ao et st hithig Hre taveet
1€ iwpnecible”
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What is a probability?

Let E = the set of outcomes
where you hit the target.

n(E Hit: 1
P(E) = lim Q Thrown: 2
n-co N

n = # of total trials
n(E) = # trials where E occurs

P(E) =~ 0.500
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What is a probability?

Let E = the set of outcomes
where you hit the target.

n(E Hit: 2
P(E) = lim Q Thrown: 3
n-co N

n = # of total trials
n(E) = # trials where E occurs

P(E) =~ 0.667
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What is a probability?

Let E = the set of outcomes
where you hit the target.

n(E Hit: 11
P(E) = lim Q Thrown: 24
n-oco N

n = # of total trials
n(E) = # trials where E occurs

O
P(E) =~ 0.458
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Axioms of
Probability




Quick review of sets Review

E and F are events in S.
Experiment:
Die roll

S=1{1,2,3,4,5,6}
Let E = {1,2},and F = {2,3}
2 ¢ 1w bkl E ot B
4\g\ ovd b av iu e tHer”
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Quick review of sets Review

S E and F are events in S.
Experiment:

Die roll

S=1{1,2,3,4,5,6}

Let £ = {1,2},and F = {2,3}

def Union of events, E U F

i EUF =1{1,2,3}
The event containing all outcomes
in E or F. SC’"'H)/QJJVV’ Apesn 't adle -
e allow we o ot Z Awice.

2 15 Sinply pucent/includid .
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Quick review of sets Review

S E and F are events in S.
Experiment:

Die roll

S=1{1,2,3,4,5,6}
@ Let £ = {1,2},and F = {2,3}

def Intersection of events, E N F
= » ENF =EF ={2)

The event containing all outcomes

inE and F. arsiev b Wil fue w
T _ 01 1+ wit Ye HLp-H/u;h)l
def Mutually exclusive events F wWine &6*"”‘ _

and G meansthat FNG = Q@ PCV\NW@ C :&?
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Quick review of sets Review

S E and F are events in S.
Experiment:

Die roll

S=1{1,2,3,4,5,6}

Let £ = {1,2},and F = {2,3}

def Complement of event E, E¢

E¢ ={3,4,5,6
The event containing all outcomes {’ P }

in that are not in E. Moo conp loment ¢ erengtting 1w He
wrnvl Hat 1on't ww B
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Three Axioms of Probability

n(E)“‘ Reeqanbict Twlevpiebrbum
Definition of probability: P(E) = Al_)rrolo — g 0:6 pw('m!o‘\l{ln/,

Axiom 1: 0<P(E)<1

Axiom 2: P(S) =1

Axiom 3: If E and F are mutually exclusive (E N F = @),

then P(E UF) = P(E) + P(F)
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Axiom 3 is the (analytically) useful axiom

Axiom 3: If E and F are mutually exclusive—that is, if
ENF =@—thenP(EUF)=P(E)+ P(F) Wwwpw‘y

" 3 m(
:\gmgg N
More generally, for any sequence of *© B
mutually exclusive events E;, E,, ... : P (U __1Ei) = z P(E;)

/ = i=1

Copueraatts Yt 4 vard W

many evem
@ just like the Sum Rule of Counting, but
for probabilities
;O

Lisa Yan, Chris Piech, Mehran Sahami, and Jerry Cain, CS109, Spring 2024 Stanford University 17




Equally Likely
Outcomes




Equally Likely Outcomes

Some sample spaces have equally likely outcomes.

Flipping one coin: S = {Head, Tails}
Flipping two coins: S = {(H, H), (H, T), (T, H), (T, T)}
Roll of 6-sided die: S={1, 2, 3, 4, b, 6}

1
If we have equally likely outcomes, then P(Each outcome) = ?
ST
P(E) # outcomes in E |E] o Adom 3 |
— - = —— (by Axiom
Theretore # outcomes in S |S]

%\S]Q-ﬂe CUWA \%\ e‘{/wtl'a) \i\aL[Ll rthm/wcs ‘ eacl y
d:g whicl heqpene with PW(MLHl)"ll Vol
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. |E| Equally likely
Roll two dice assuf \ WW (et P(E) = IS| outcomes

pa S /s pA(VA
VA .

Roll two 6-sided fair dice. What is P(sum = 7)? ﬂ v
S§={(1,1),(1,2),(1,3),(1,4),(,5),(1,6),

(2,1),(2,2),(2,3),(2,4),(2,5), (2, 06),

(3,1),(3,2),(3,3),(3,4),(3,9), (3, 6),

(4,1), (4, 2),(4,3),(4,4),(4,D5), (4, 06),

(9, 1),(5,2), (5, 3), (5, 4), (5, 9), (5, 6),

(6,1), (6, 2), (6, 3), (6, 4), (6, D), (6, 6)}

E = {(\LB (25) , (54D, (43) (5.2), (¢, ,ﬁ
Ple) = U?(\'bﬂ g "(‘Ea\sﬂ +oox P(ELy) " b iy
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Target revisited

_ |EI Equally likely

P(E) =
() |S| outcomes

Let E = the set of outcomes

where you hit the target.

Hit: 59
Thrown: 309

2 .191

309

Lisa Yan, Chris Piech, Mehran Sahami, and Jerry Cain, CS109, Spring 2024

Screen size = 800 X800
Radius of target: 200

The dart is equally likely to land
anywhere on the screen. What is P(E),
the probability of hitting the target?

Mtk %zuk yired ag aw Q,/wa\ls Vikele, fevget | and

it prrels.

1S| = 8002 |E| ~ - 2002

P(E)—lEl ™ - 200° 0.1963
T |s| T 8002 T
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|E| Equally likely

Cats and sharks (note: stuffed animals) PEY =5 outcomes

4 cats and 3 sharks in a bag. 3 drawn.

What is P(1 cat and 2 sharks drawn)?

Question: Do indistinct objects give
you an equally likely sample space?

(No)

Make indistinct items distinct
to get equally likely outcomes.

3
A, —

7

1 2
B. —-+—

4 3

4 3
C. ;+2°—

we will Adavie

12 /'\W: Kv%!w\d’

£. O
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|E| Equally likely

Cats and sharks (ordered solution) P(E) =157 outcomes
4 cats and 3 sharks in a bag. 3 drawn. Make indistinct items distinct
What is P(1 cat and 2 sharks drawn)? to get equally likely outcomes.
prefend all stubfed avime) ave bvigue
Defi C giprde vy cout
erne |s|= 165 0 ot Lo hale
- § = Pick 3 distinct //
items yavd vredtnin ndor = 4.%3.2 =24
) )EQ 53 \ o)
*E = 1 distinct cat, | Eees | = 3412 =24
2 distinct )E) = SUw ’{,(HAW B
sharks Arstiuet | & Eser \ 5124 =24
cutes

I 72 12

le
pwlubit iy s P(E) = 15 = == = =
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|E| Equally likely

Cats and sharks (unordered solution) P =S onemss
4 cats and 3 sharks in a bag. 3 drawn. Make indistinct items distinct
What is P(1 cat and 2 sharks drawn)? to get equally likely outcomes.
T
¢l = ( =
Define 3 )
*S = Pick 3 distinct \E\ = <T)<;’:>= 4.5= L
items ) '|ﬂv!0\( ooy \qj/‘
- E = 1 distinct cat, Womleay # Weeys = nom bey A
2 distinct hinp owo Cat "‘0 Chue
sharks Lom o oy 4""" %i"H"W
becando we'o \jvo\/\\,s o\Awv W‘I’H,\ \E , 12

Aais oppwa b | we rely o ?(’EB - = —
combiviahizne oovd chosop \9 35
‘)’e/V\/le W\Cé"’-ﬁ( 5‘6 Wiv li\g}jvv( ,M((’\mﬁ\M hran Sahami, and Jerry Cain, CS109, Spring 2024 Stanford University 24



Exercises




CS109 so far

Review

Counting tasks on n objects

e

Sort objects Choose k objects Put objects in r

(permutations) (combinations) buckets
/ \ |
Distinct
Distinct Some PN

(distinguishable) distinct 1 group 7 groups Distinct Indistinct
n! n n (n+r—1)!
| -_— n P

n ny!ny! - ny! (k) (Tlpnz,"',nr) r n! (r—1)!

Combinatorics
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Equally likely
outcomes:

|E]

Probability
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Counting? Probability? Distinctness? Review

bud o @3 dralble v e
We choose 3 books from a setof /. ,pwgf@gw
4 distinct (distinguishable) and 2 indistinct (indistinguishable) books.

Each set of 3 books is equally likely.

Let event E = our choice excludes one or both indistinct books.
Y(S'HM, hrw rony VlS'\b)L' Al

1. How many distinct outcomes are in E? cubtets
(@,) wWoys Fo melde dwo /:6 the Fwi Crpreg = <‘;:) _}—C?)
(é) ‘y\,o.o\(' % excludo l')b‘(’C\ "MJ"'Z”{ a’picg = é+4>l0
2. Whatis P(E)?
waly ez al Lrp\‘cg A‘lgﬁva«w¢wbevw;« <N/a= distinct, make indistinct repot[t
olev | elee Crne cubcrlfMaLe Wi L\Ub? . equally likely coun
Heou Hleag, avd We wawnt 2gma outcomes 4,
_ 4\ = el Mmttmes Cep )
\El = 2 (A{> o (3 > E P(E) ;4)‘, 4 dlst/noz compute
- (Y = I probability
\ g \ - < 3 > 2b Lisa Yan, Chris Piech, Mehran%a%mi,andJECain,05109,Spring 2024 Stanford University 27



Poker Straights and Computer Chips

Consider equally likely 5-card poker hands. |« Whatis an example of an
Define "poker straight" as 5 consecutive equally likely outcome?
rank cards of any suit, suits con vavy * Should objects be

What is P(poker straight)?  ordered or unordered?

Com be efflen (48 Vg ag yon've
Umg‘lgkfi'. "3 T

Computer chips: n chips are manufactured, 1 of which is defective.
k chips are randomly selected from n for testing.

What is P(defective chip is in k selected chips?)
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1. Any Poker Straight assume Aee can be e Ini oe high

: : prssiby \ihec s A234%
Consider equally likely 5-card poker hands. 23455

- "straight" is 5 consecutive rank cards of any suit 34561

What is P(Poker straight)? TR YA

)
Define Is| = 3 0, "\‘:‘W e
/ vl cand iy e ML*—
* S (unordered) cean be m%—l«%&kt@e%@«""

\ vamks (rest ave comchainet )
\E\ = 1o k
* E (unordered, 4 H,
consistent with S) (4 ) 1\1 Mwal":"m :’Q‘;i“l(fd\
el w4 of te & onds
Compute P(Poker straight) = ol T T = o oo3ay
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(:} Vo He v\w\mzf{

2. Chip defect detection Woys we o Chings
n chips are manufactured, 1 of which is defective. tho ”‘Zﬂdef‘@”

k chips are randomly selected from n for testing.

<h—| ) lC’H\-hqugv
What is P(defective chlp |s in k selected chips?) k-l

wewe,¢ 4o Ch o
Define = (k)= P‘““"gfz‘;"ﬁ“ Zﬁ« a:Z«twq b~
* S (unordered) . . B (n | Chipe K He
* E (unordered, E\= ( ( -1 he U gk omes.
consistent with S)
()
el _ Ve
Compute P(E)
)
-~ /. \C
Vet Rl e o PEDTIT
1 - — =
—)Zyy\_(b_’m" Lisa Yan, Chrismcz',Mehranséhgmf!lbgrrycmn,0?1’0\9,Spring2o24 Stanford University 30



2. Chip defect detection, solution #2

n chips are manufactured, 1 of which is defective.

k chips are randomly selected from n for testing. Chnten g
What is P(defective chip is in k selected chips?) < 7
VIDDINDY 3DDDOD D
_ _ N~ ~
Redefine experiment /' % S

1. Choose k indistinct chips (1 way)
2. Throw a dart and make one defective — qu\‘,% % \“\’“‘“S”W’

Define + He (et A{*H}P Anid o~
* S (unordered) IS P
“W

* E (unordered, ' v
consistent with S) S PE) = =
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Corollaries of
Probability




3

3 Corollaries of Axioms of Probability — ——— —_
.
Corollary 1: P(E‘)=1-P(E)
Corollary 2: If EC F,then P(E) < P(F) — 7 @ J
Corollary 3: P(EUF)=P(E)+ P(F)— P(EF)
(Inclusion-Exclusion Principle for Probability)
| ‘€nF 1 -P
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Selecting Programmers

*  P(student programs in Python) = 0.28
*  P(student programs in C++) = 0.07
*  P(student programs in Python and C++) = 0.05.
What is P(student does not program in (Python or C++))?
1. Define events 2. ldentify known 3. Solve
& state goal probabilities

Y= chwtow codee v Pyum
D= skt cdes 1y G

We womt

p( (YuD)* )= | - P(Yv D)
=\ — <0,22+ 0,07 — 0,58 ) = 0177
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Inclusion-Exclusion Principle (Corollary 3)

Corollary 3: P(EUF)=P(E)+ P(F)— P(EF)

. O E) = (—)r+D -
General form: P(ille El) = 2( 1)+t z P(jrzw1 Elj)
r=1 i1 <-<ip
P(EUFUG) =
r=1: P(E)+ P(F)+ P(G)

r=2: —P(ENF)—P(ENG)—P(FNG)

r=3: +P(ENFNG)
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Takeaway: Union of events Review

Axiom 3, 0 1+ i Corollary 3,
Mutually exclusive events — 7 Inclusion-Exclusion Principle

; o ;

The challenge of probability is in defining events.
Some event probabilities are easier to compute than others.
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Serendipity

WHEN YOU MEET YOUR BEST FRIEND

Somewhere you didn't expect to.
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Serendipity

The population of Stanford isn = 17,000 people.

You are friends with r = 100 people.

Walk into a room, see k = 223 random people.

Assume each group of k Stanford people is equally likely to be in the room.

What is the probability that you see someone you know in the room?

http://web.stanford.edu/class/cs109/demos/serendipity.html
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http://web.stanford.edu/class/cs109/demos/serendipity.html

Serendipity

The population of Stanford isn = 17,000 people.

You are friends with r = 100 people.

Walk into a room, see k = 223 random people.

Assume each group of k Stanford people is equally likely to be in the room.

What is the probability that you see at least one friend in the room?
Define
S (unordered) What strategy would you use?

E: > 1 friend in the room iﬁ‘t{ P(exactly 1) + P(exactly 2)
e P(exactly 3) + -+

<aticn 1 — P(see no friends)
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Serendipity pmav Fewds will 1
* The population of Stanford isn = 17,000 people.

* You are friends with r = 100 people.

* Walk into a room, see k = 223 random people.

* Assume each group of k Stanford people is equally likely to be in the room.

What is the probability that you see at least one friend in the room?

lg\ 177)1‘0
Define C “”’X " > <H,%'u>
* S (unordered) 223 223
- E:> 1 friend in the room (“f‘;”)
pe)= |~ PE)= | 7 oo = 0T
223

It is often much easier to compute P(E°).

Lisa Yan, Chris Piech, Mehran Sahami, and Jerry Cain, CS109, Spring 2024 Stanford University 40




The Birthday Paradox Problem

What is the probability that in a set of n people, at least one pair of them
share the same birthday?

For you to think about (and discuss in your first section)
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Card Flipping

In a 52-card deck, cards are flipped one at a time.
After the first ace (of any suit) appears, consider the next card.

Is P(next card = Ace Spades) < P(next card = 2 Clubs)?

:@
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Card Flipping

In a 52-card deck, cards are flipped one at a time.
After the first ace (of any suit) appears, consider the next card.

Is P(next card = Ace Spades) < P(next card = 2 Clubs)?
Sample space S = b2 in-order cards (shuffle deck)

Event E,s, next card E, ., next card
is Ace Spades is 2 Clubs
Take out Ace of Spades. Take out 2 Clubs.
Shuffle leftover 51 cards. Shuffle leftover 51 cards.
Add Ace Spades after first ace. Add 2 Clubs after first ace.

P(EAS) — P(Ezc)
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